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“Arborescent systems are hierarchical systems with centers of significance and subjectifica-
tion, central automata like organized memories.  In the corresponding models, an element 
only receives information from a higher unit, and only receives a subjective affection along 
preestablished paths.  This is evident in current problems in information science and com-
puter science, which still cling to the oldest modes of thought in that they grant all power to 
a memory or central organ.”

� – Deleuze & Guattari, “A Thousand Plateaus.” (1987). P16

Introductions: Re-framing Intelligence within                       
the Context of Rhizomic/Arbolic Thought
Deleuze & Guattari, in A Thousand Plateaus, open their work with the concept of the rhi-
zome, a concept set in contrast to the arbolic, or tree-like.  Although the two terms aren’t set 
up as opposites, they provide a stark contrast to each other.

“The ‘arborescenť model of thought designates the epistemplogy that informs all of West-
ern thought, from botany to information sciences to theology”1.  Arbolic thought is a model 
to describe a system that is hierarchical, centered around a core belief, reductivistic, increas-
ingly specialized, non-cyclical, linear, and ripe with segmentation and striation.  Similar to a 
tree-like description of biological evolution or genealogy, arborescent systems start from a 
central origin and continue to evolve by branching into successively specialized generations.  
Vertical in nature, the arbolic is ordered, structured and “scientific”: it has a distinct train of 
thought, a clear inheritance, an order.

In contrast, the rhizome is brought forward as a matted web of interlinked concepts.  In-
spired by the wandering, non-centered root systems of grasses and plants, the rhizome ap-
pears non-linear, horizontal, nomadic, deterritorialized and heterogeneous.  The rhizome 
cuts across and between the order of vertical space, connecting multiple points simultane-
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ously in a network of nodes.  Connected to each other at arbitrary points, the rhizomatic 
system is more concerned with the multiplicitous interlinking of concept, action and being.  
Although it lacks a central dogma of a trunk/brain, it is a horizontal, bottom-up system that 
produces an emergent system of metabehavior that is strong, robust, and intelligent... in the 
non-standard sense of the word.  Within nature, rhizomatic systems like ants or grassy 
weeds eventually win: “True, the weed produced no lilies, no battleships, no Sermons on the 
Mount... Eventually the weed gets the upper hand... The lily is beautiful, the cabbage is 
provender, the poppy is maddening – but the weed is rank growth... it points a moral.”2

If intelligence could exist without a central brain, the rhizome would be it.

Creating Intelligence: Rhizomatic and Arbolic Approaches

“Thought is not arborescent, and the brain is not a rooted or ramified matter.  What are 
wrongly called “dendrites” do not assure the connection of neurons in a continuous fabric.  
The discontinuity between cells, the role of the axons, the functioning of the synapses, the 
existence of synaptic microfissures, the leap each message makes across these fissures, make 
the brain a multiplicity immersed in its plane of consistence or neuroglia, a whole uncertain, 
probabilistic system (“the uncertain nervous system”).  Many people have a tree growing in 
their heads, but the brain itself is much more like grass than a tree.”

� – Deleuze & Guattari, “A Thousand Plateaus.” (1987). P15

Ruminations on rhizomatic and arbolic systems extends far beyond the pages of A Thousand 
Plateaus, of course.  As Western thought has reconsidered elements of arbolic systems in so-
ciety, the rhizome has emerged as a model that has inspired numerous fields in the humani-
ties, sciences and popular culture.

One such field is the endeavor to construct intelligence apart from a biological substrate.  
For example, the fields of artificial intelligence, artificial life, information/computer science 
and robotics all struggle directly with attempting to construct valuable, robust systems – and 
in the process deal directly with constructing and comparing rhizomatic and arbolic ap-
proaches to solving the same problem.  Traditionally, arbolic systems have pervaded these 
fields: the scientific model has had a heavy hand in the history of science and engineering in 
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general.  However, in the same trend as Deleuze & Guattari, the rhizomatic approach has 
gained momentum within scientific disciplines and has been put into practice and experi-
mented with.  By taking a look at these decentralized systems and applications, a useful 
framework to rethink the value, dynamics and extensions of rhizomatic theory arises: one 
that informs us of the application of Deleuze & Guattari’s theories within a practical con-
text.

Through this analysis, it will be argued that rhizomatic systems as described by Deleuze & 
Guattari produce emergent metabehavior, some of which have been directly explored by 
researchers in artificial intelligence.  The rugged grass-root and robust ant colony models 
parallel the structure of intelligence itself, a structure that non-linear, multiplicitous, het-
erogeneous, nomadic, anarchic and deterritorialized yet capable of intelligence despite the 
core of a central brain/trunk.  In addition to providing case studies in rhizomatics since A 
Thousand Plateaus was published, an additional term – “emergence” – will be pulled from ar-
tificial intelligence and re-connected into Deleuze & Guattari; a term that can be used to 
describe the metalevel lines of flight and dynamics of rhizomatics.

Emergence as a Trans-Arbolic Phenomenon

“Anyone who looks at living organisms knows perfectly well that they can produce other or-
ganisms like themselves... Furthermore, iťs equally evident that what goes on is actually one 
degree better than self-production, for organisms appear to have gotten more elaborate in 
the course of time.  Today’s organisms are phylogenetically descended from others which 
were vastly simpler than they are, so much simpler, in fact, that iťs inconceivable how any 
kind of description of the later, complex organism could have existed in the earlier one.”

– John von Neumann, “Theory and Organization of Complicated Automata.” (1966). 

Emergence is essentially a jump outside from arbolic thought; it does not logically flow 
along the linear and hierarchic tree of inheritance; it is outside the territory of linear hierar-
chy.  Within the context of biological evolution, for example, emergence happens with al-
most complete disregard for what became before it.  Within an arbolic mindset the emer-
gent is the unexplained, the creation without clear lineage, the sum that is more than its ad-
dends. 

Emergence as a phenomenon is diverse and encompasses variegated structure that develop 
qualitatively new structures and behaviors beyond the framework of existing models.  The 
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old models are surpassed by the new, the sum is greater than it parts.  However, unlike hier-
archic acts of creation, emergence does not have a creator per se: emergence happens as a 
decentralized process without the focused will of one.  The many leap out of existing frame-
works without singular control: the many evolve as a single entity, as new, as emergent. 

The term emergence, of course, is used in numerous contexts to denote a variety of con-
cepts.  For example, biology speaks of slime mold (Dictyostelium discoideum) - an amoeba-like 
primitive organism that lives on the damp forest floor – as being able to emerge into a semi-
intelligent yet decentralized mass.3  Individual organisms collect together into a swarm of 
particles that, despite having absolutely no centralized brain, is capable of complex tasks.  
As proof of this in August of 2000, a Japanese scientist named Toshiyuki Nakagaki an-
nounced he had successfully trained slime mold to find the shortest path through a maze.4  
Without any standard cognitive powers, the swarm of slime emerged into a clever mass ca-
pable to solving the navigational puzzle without a leader, brain, command center, map or 
plan.

Experiments like this are of interest to scientists and the rhizomatic theories of Deleuze & 
Guattari alike.  How can interconnected, simple systems display metaintelligence?  Besides 
being non-linear, non-hierarchal, nomadic and heterogeneous, how do individual efforts 
within a rhizomatic flow benefit us?  Although A Thousand Plateaus isn’t focused on outlin-
ing the measurable benefits of rhizomatics, emergence out of deterritorialized, multiplici-
tous systems points specifically toward how decentralized systems evolve, live and breathe.
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Emergence as a term is diverse, and is used in biology, entomology5, urban theory6, thermo-
dynamics7, literary theory8, cognitive science9, anthropology10, robotics11, cross-cultural dis-
course12, and computer science13 to describe phenomenon similar to the maze-solving slime 
mold: entities that move beyond existing models without the aid of central control.  In es-
sence, emergence cannot be captured by imposing a grid or reducing the process into a hier-
archy of events.  Emergence itself is a decentralized network of simple rhizomatic “stories” 
that somehow transform into a larger, more complex metanarrative.

Although the concepts of the rhizome and emergence aren’t interchangeable, the two are 
related trains of thought that directly inform each other.  If one keeps in mind that emer-
gence requires an existing (arboric) framework to surpass, perhaps emergence itself is just a 
term for how rhizomatic systems operate.  In other words, emergence could be the best way 
to describe the cumulative lines of flight that naturally form from rhizomatic systems: de-
velopment without a creator, intelligence without a brain, structure without hierarchy.  
Emergence is a term for rhizomatic development within an arboric context.

For the purposes of this discussion, however, the scope of emergence will be focused on the 
concept of humans attempting to create systems that emerge as being intelligent.  As Des-
cartes’ Dictum poses, how can a designer build a device which outperforms the designer’s 
specifications?14  The creation of emergent systems force a re-thinking of both what intelli-
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gence is and what generative, rhizomatic conditions are required in order to create emer-
gence itself.  Emergence itself questions the foundations of intelligence and rhizomatics: the 
maze-solving slime mold, the complex ant colony without a leader and the temperature-
regulating architectures intuitively constructed by termites challenge the concept of brain-
centric intelligence that humans traditionally cling to.  Emergent intelligent systems are in-
telligent without an arboric hierarchy, and striving to re-construct these systems provides 
insights for understanding rhizomatics within the context of the world and culture at large.

Emerging Intelligence and Life, Artificially

Look to the ant, thou sluggard!
Consider her ways and be wise:
Which, having no guide, overseer, or ruler,
Provideth her meat in the summer,
And gathereth her food in the harvest.

– Proverbs 6:6–8  (21st Century King James Version) 

The fields of artificial intelligence and artificial life both strive to create emergent systems.  
With computational systems in hand, the disciplines are primarily focused on generating 
intelligence and life independently from its standard biological media.

The discipline of Artificial Intelligence (AI) tends to focus on constructing computer-based 
models of human intelligence, striving to develop systems that emerge as exceeding human 
skill and intellect.  Problems within the discipline tend to focus on the manipulation of lan-
guage, mathematics, and logical puzzles.  A few popular examples of these pursuits include 
IBM’s chess-playing Deep Blue computer or the Turing Test, in which the intelligence of a 
synthetic system is measured by whether it can fool a human into thinking they are actually 
conversing with another human, not a computer.  As such, Artificial Intelligence research 
tends to be arboric, brain-centric, or “top-down”, with its thrust toward solving particular, 
centralized problems in a tree of knowledge.

Related to this, Artificial Life (ALife) – although it is a complex field of research – is gener-
ally involved with attempting to create life-like organisms outside of biology.  “Soft” ALife 
researchers believe that these synthetic creations are insightful tools to understand and gain 
a fresh perspective on life itself: the only thing that emerges from the process is a new van-
tage in which to consider the foundations of the living.  Continuing further, “Hard” ALife 
researchers believe that the essential qualities of life itself can reside within a computer-
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based system: biology is not a required component of the living.  Both hard and soft per-
spectives attempt to construct emergent systems from a more rhizomatic “bottom up” ap-
proach by building computer-based models of cells, particles and simple interactions.  Arti-
ficial Life attempts to produce complex systems that emerge from simple components, as 
opposed to Artificial Intelligence’s “top down” approach that takes the human brain as the 
existing model to be surpassed.

Regardless, both AI and ALife attempt to build emergent, intelligent, life-like systems.  
Simply put, AI takes an arboric approach, ALife a rhizomatic one.

Obviously, not all people agree with the claims made by Artificial Intelligence or Artificial 
Life proponents.  In terms of Artificial Intelligence, critics often claim that the problems 
solved by software bear little relation to real-world intelligence.  Similarly, Artificial Life is 
hammered from the perspective that the key properties of life aren’t extractable from their 
biological substrate.  In essence, both disciplines are accused of constructing “toy worlds” to 
run their experiments that creates a simplistic model that is easy to emerge beyond.  Within 
the full complexity of the world, computer models are immensely shallow: chess doesn’t help 
one walk across the street or do ballet.  A conversational computer system that passes the 
Turing test fails miserably as soon as you sneak a glance at its beige boxlike body.  An artifi-
cial life system of cellular automata can convincingly illustrate pigmentation patterns in na-
ture, but lacks the bandwidth of smell, sound and touch.

Arbolic Ambler, the Rhizomic Ant, and Emergence:                
Beyond Tracings and Maps of the World
Computer models of the real world tend to especially clash with reality when they are asked 
to perform non-symbolic problems: like walking gracefully across a crowded room.  From a 
top-down brain-centric “non-slime-mold” perspective, navigating through a real space poses 
a serious computational problem that strikes at the heart of how complex computational 
systems can often be outperformed by a lowly, brainless ant or cockroach.  The “common 
sense” problem of just walking across a crowded room is incredibly difficult: while laser 
scanners carefully construct a Goďs eye view of the floorplan, an insect can skuttle along, 
bounce against a few obstacles and continue across the space without a centralized plan and 
emerging as a winner in a real world application.  Outside of the pet hobbies of well-
educated upper-class males (including mathematics, logic puzzles, and the odd conversation) 
computers don’t really perform all that well.  They don’t “Turing Test” effectively to a world 
model of a seven-year old girl: although the system might be able to practice reading, it 
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would have no idea how to physically get on to a school bus in the morning, dance with a 
group of friends, apply gobs of glittery make-up, or braid hair.

The real world is such a complicated system that it is almost impossible to not leave some-
thing out while creating an abstraction of it.

Returning to A Thousand Plateaus, we see a similar problem confronted in Deleuze & Guat-
tari’s discussion of maps versus tracings.  The cartography of a rhizome is proposed to be 
map-like: an open system that is “connectable in all of its dimensions; it is detachable, re-
versible, susceptible to constant modification.  It can be torn, reversed, adapted, to any kind 
of mounting, reworked by an individual, group, or social formation.”15  This is set in contrast 
to a tracing: a genetic reproduction of earlier striated reproductions of the world that bear 
little resemblance to it.  It is over-codified.  It has lost its interface to the physical world.

Rodney Brooks, a roboticist from MIT, noted the phenomenon of relying on codified trac-
ings of the world after observing computationally monolithic (arborescent) mobile robots.  
For example, he noted that “Ambler” – a two-ton system built at Carnegie Mellon – took a 
thousand lines of code, a decade of research, and numerous hours of processing time to sim-
ply be able to construct an internal model accurately enough to allow the robot to walk 
across a courtyard of a mere 100 feet.  Conversely, Brooks saw that a brainless insect the size 
of a pinhead could easily navigate the same environment in a fraction of the time and intel-
ligence.  Following this lead, he set out to build models of these “dumb” systems: fast-
reacting, nimble, real-world machines that operated around a few simple reflexes instead of 
a “master plan” Ambler/arboresque map of the world.

What emerged was “Genghis” – a simple, small, six-legged robot with no central processing 
unit per se.  In insect-like fashion, the football-sized mechanism had no brain, only a few 
reflexes of reach leg and a few heat sensors at its front to sense living beings.  Using only 48 
different routines16 – a miniscule fraction of logic compared to a map-building algorithm – 
the insect emerged as being strikingly life-like and complex.  “The software itself was cer-
tainly not profound.  It was rather straightforward, in fact.  The software’s behavior, how-
ever, was profound.  There was no place that represented the lay of the land out in front of 
Genghis, over which it must scramble.  Further, there was no place inside the control sys-
tems of Genghis that represented any intent to follow something, or any goal to reach it.  
However, to an external observer they were the easiest ways to describe Genghis’s behavior.  
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There is a deep philosophical question lurking here.  If Genghis did not have its intentions 
represented anywhere, then did it really have intentions? Or did it just appear to have inten-
tions?”17  Just as Nakagaki’s maze-solving slime mold experiment illustrates, Genghis 
emerged – or appeared to emerge – intentionality and intelligence.  By simply doing simple 
things well, a centralized representation of the world isn’t required in order for an entity to 
emerge as a coherent, clever being.

With these robotic projects in mind, Brooks proposed that the world serves as its own bes) 
model.  Because of the complexity of reality, the world is best un-abstracted when construct-
ing emergent phenomenon.  In essence, Brooks could be viewed as taking the tracing/map 
model of Deleuze & Guattari one step futher: abstractions of any sort, even maps, are re-
moved.  Although A Thousand Plateaus doesn’t strive to give guidance to engineers design-
ing robots, the theories provide insight into where rhizomatic systems excel: in the real 
world, outside of language and representation.

And a mapless and languageless world makes sense, especially given the path of time that 
has preceded us.  “It is instructive to reflect on the way in which earth-based biological evo-
lution has spent its time.  Single-cell entities arose out of the primordial soup roughly 3.5 
billion years ago.  A billion years passed before photosynthetic plants appeared.  After al-
most another billion and a half years, around 550 million years ago, the first fish and verte-
brates arrived, and then insects 450 million years ago.  Then things started moving fast.  
Reptiles arrived 370 million years go, followed by dinosaurs at 330 and mammals at 250 years 
ago.  The first primates appeared 120 million years ago and the immediate predecessors to 
the great apes a mere 18 million years ago.  Man arrived in roughly his present form 2.5 mil-
lion years ago.  He invented agriculture a mere 19,000 years ago, writing less than 5000 
years ago and “expert” knowledge only over the last few hundred years.  This suggests that 
problem solving behavior, language, expert knowledge and application, and reason, are all 
pretty simple once the essence of being and reacting are available.  That essence is the abil-
ity to move around in a dynamic environment, sensing the surroundings to a degree suffi-
cient to achieve the necessary maintenance of life and reproduction.  This part of intelli-
gence is where evolution has concentrated its time – it is much harder.”18  Within the con-
text of constructing intelligence, acknowledging mobility, vision, and survival in a dynamic 
environment are key to constructing emergent systems that do not prop their emergent 
qualities on the straw man of a computer-simplified world.
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Conclusion: Rhizomatic Real-World Thickness
“In short, we need to look for systematic relationships among diverse phenomena, not for 
substantive identities among similar ones.  And to do that with any effectiveness, we need to 
replace the “stratigraphic” conception of the relations between the various aspects of human 
existence with a synthetic one; that is, one in which biological, psychological, sociological, 
and cultural factors can be treated as as variables within unitary systems of analysis.”

– Clifford Geertz, “The Impact of the Concept of Culture on the Concept of Man.” (1966). 

Rhizomatics and emergence means many things, but fundamentally the concept challenges 
traditional notions of arboric “intelligence” by proposing that complex behavior and model-
surpassing can emerge without creation and without a central plan.  Intelligence can arise as 
a result of several simple “stupid” micro-components to display “smart” macro-level com-
plexity.

Within this process, however, the framework which is emerged *om is key.  As a result of 
models being constructed by humans, the decision whether a phenomenon is emergent or 
not is largely a subjective decision based on the observation of the viewer and a judgment 
about whether the current model has been actually surpassed.  The observation/model sub-
jectivity has created substantial debate in regards to whether artificial systems, for example, 
display true emergence: intelligent, autopoietic, living, or otherwise.19  This argument can be 
thought of as a disagreement about whether the existing model is “real” or not, and whether 
it has actually been surpassed.

In an attempt to discern if actual emergence has developed, it is helpful to reduce the gap 
between the framework of the model and the real world.  In his anthropological work dis-
cussing the analysis of foreign cultures, Clifford Geertz takes a similar “bottom up” ap-
proach.  As he puts it, “thin” description is only a conceptualization, while “thick” descrip-
tion is close to the ground, embodied, and situated.  Thick description makes the gap be-
tween a sign and what it implies explicit, and is useful in revealing the interaction between 
actual cultural components.

Within the context of emergence, a thick description of the surpassed model is best.  A 
thick model that is used as a reference point for emergence is stronger than a limited, sim-
plistic system that permits the ordinary to “emerge” by just being above average.  In other 
words, predominantly hierarchic, striated and territorialized reference points are easier to 
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surpass: if one can assume that the world is essentially rhizomatic, emergence occurs by de-
fault when viewed through arboresque glasses. 

To ensure that models of the rhizomatic world are complex and robust, researchers like 
Rodney Brooks have proposed that the world itself is its own best model – without tracings, 
maps or language.  Following in this attitude, the study of emergence within the context of 
artificial systems in general can caution – as Geertz did within the context of Anthropology 
– to use deep, complex models as a reference to measure the ordinary from the emergent.

And as slime mold can attest, nothing is as thick, of course, as the real world.

• • •
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